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1 Motivations for Changing Arithmetic

Nowadays, computations involve more and more operations and consequently
errors. The limits of applicability of some numerical algorithms are now reached:
for instance the theoretical stability of a dense matrix factorization (LU or QR)
is ensured under the assumption that n3u < 1, where n is the dimension of the
matrix and u = 1+ − 1, with 1+ the smallest floating-point larger than 1; this
means that n must be less than 200,000, which is almost reached by modern
simulations. The numerical quality of solvers is now an issue, and not only
their mathematical quality. Let us cite studies performed by the CEA (French
Nuclear Agency) on the simulation of nuclear plant accidents and also softwares
controlling and possibly correcting numerical programs, such as Cadna [10] or
Cena [20].

Another approach consists in computing with certified enclosures, namely
interval arithmetic [21, 2, 18]. The fundamental principle of this arithmetic
consists in replacing every number by an interval enclosing it. For instance,
π cannot be exactly represented using a binary or decimal arithmetic, but it
is certified that π belongs to [3.14159, 3.14160]. The advantages of interval
arithmetic are numerous. On the one hand, it exhibits the property of validated
or certified computing. On the other hand, computer implementations are based
on outward roundings and thus computed results take into account rounding
errors and constitute a way to estimate these errors. A last and very important
advantage, even if it is often less known, is that this arithmetic provides global
information: for instance, it provides the range of a function over a whole set S,
which is crucial for global optimization; furthermore, if this range is a (strict)
subset of S, then Brouwer’s theorem states that this function has a (unique)
fixed-point and this can be used by Newton’s algorithm for instance. Such
properties cannot be reached without set computing, and interval arithmetic
computes with sets and is easily available.
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However, in spite of the improvements in interval analysis, the problem of
overestimation, i.e. of enclosures which are far too large and thus inaccurate,
seems to be the destiny of interval computation when it is implemented using
fixed-precision floating-point arithmetic. Using a multiple precision postpones
the occurrence of numerical problems, however the number of correct figures
remains unknown. Computing with intervals provides guaranteed results, but
the bounds can be far apart even when the input data are provided with the
machine precision; a remedy for this phenomenon consists in computing with a
higher precision. This proposal is the core of the MPFI library (Multiple Preci-
sion Floating-point Interval arithmetic library), a library implementing arbitrary
precision interval arithmetic which is described in this paper.

This quest for extra accuracy can be found in other works such as those
by [9] where polynomial expressions are symbolically rewritten before being
evaluated, so as to reduce the overestimation due to dependency, or by [5]
where high-order Taylor expansions are used. In this latter work, the time
overhead is about 1500 for a single evaluation, however it is compensated by
the reduction in the number of steps performed by the algorithm. Real-world
applications where extra accuracy is required are to be found in automatics (we
have been asked to integrate linear systems with high accuracy) or chemistry:
determining a molecular conformation entails the minimization of an energy
function and requires accurate evaluations of this energy function.

Several multiple precision interval packages are available. Let us quote for
instance intpak [11] and intpakX [13] for Maple or a similar package for Mathe-
matica [17]. Due to unverified assumptions on the roundings of elementary func-
tions (0.6 ulp for intpak in Maple, 1 ulp for Mathematica), to bugged roundings
(for instance, with 3 decimal digits, the rounding towards −∞ of 1−9.10−5 gives
1 instead of 0.999 in Maple v6 and v7), and to several undue assumptions, these
packages cannot be considered as reliable. Earlier works include the “range
arithmetic” [1], a multiple precision library which aims at indicating the num-
ber of correct digits rather than at performing interval arithmetic, and IntLab
[27] which primarily implements efficiently interval algorithms using MatLab,
and, besides, mainly provides a type for arbitrary precision computations but
implements few related functionalities. Such an arithmetic was also mentioned
as an easy-to-implement extension to Brent’s multiple precision package MP as
early as 1981 [7]. Anyway, none of the aforementioned packages implements a
complete and really reliable arbitrary precision interval arithmetic and this led
us to implement our own library.

2 Theoretical Background

The theoretical result underlying this idea can be found in [23]: let us denote
by X an interval, by f a function and by F an interval extension of f , where
F is given by a Lipschitz expression, let ε correspond to the current computing
precision p: ε = 2−p, then F (X) overestimates f(X) and the overestimation is
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bounded by
q(f(X), F (X)) ≤ c1w(X) + c2ε (1)

where q is the Hausdorff distance, w(X) is the width of X and the constants c1

and c2 depend on F . This means that the computing precision can become a
limiting factor and that being able to increase it can be an issue.

Furthermore, a classical procedure in interval analysis is the bisection one:
if the output width is too large, then the inputs are split in two (or more) parts
and the computation is repeated on each part. Bisection is a way to escape the
wrapping effect by providing a paving of the sought set, and also the depen-
dency problem, even if, in that respect, nothing supersedes the use of a good
formulation. Bisection is often the last resort to get more accuracy, by reducing
in formula (1) the quantity w(X). In cases where w(X) = u (which happened
in our experiments on global optimization), only an increase in the computing
accuracy, by “adding new floating-point numbers” between the endpoints of X,
would have yielded a solution.

It can be noticed that the rule of thumb “to get more digits, one has to
increase the computing precision by roughly the same number of digits” can fail,
for instance when computing a square root or more generally a 1/n-th power
close to 0. However, the rule of thumb becomes in such cases “to get α more
digits, one has to increase the computing precision by roughly nα digits”. In
other words, in most cases an increase in the computing precision yields an
improved accuracy on the results.

This is also the starting point of Müller’s work on an effective simulation of a
Real RAM [22], following the theoretical results by Brattka and Hertling [6] on
the feasibility of a Real RAM. In Müller’s work, a computation is performed and,
if the final accuracy is not sufficient, then the whole computation is restarted
with an increased precision; this is reiterated until the outputs are accurate
enough.

3 The MPFI Library

In order to implement an arbitrary precision interval arithmetic, a multiple pre-
cision library was needed. By multiple precision, it is meant that the computing
precision is not limited to the single or double precision of machine floating-point
numbers; on the contrary, arbitrary precisions should be available. Furthermore,
this computing precision must be dynamically adjustable to fulfill the accuracy
needs. A more precise requirement for interval arithmetic is the outward round-
ing facility: this ensures that for each operation, the interval computed using
floating-point arithmetic contains the interval obtained if exact real arithmetic
were used. Even more desirable is exact directed rounding to avoid losing accu-
racy, i.e. the interval computed using floating-point arithmetic is the smallest
one (for inclusion); however, it is rarely fulfilled for elementary functions. To
sum up, compliance with the IEEE 754 standard for floating-point arithmetic,
extended to elementary functions, is welcome.
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The Arithmos project of the CANT team, U. Antwerpen, Belgium [8], or the
MPFR library (Multiple Precision Floating-point Reliable library), developed by
the Spaces team, INRIA Lorraine, France [12], are such libraries. For portabil-
ity and efficiency reasons (MPFR is based on GMP and efficiency is a motto
for its developers) and also because of the availability of the source code, we
chose MPFR. The corresponding library, named MPFI [25], is a portable library
written in C for arbitrary precision interval arithmetic. It is based on the GNU
MP library and on the MPFR library and is part of the latter. The largest
achievable computing precision is provided by MPFR and depends in practice
on the computer memory on which it runs. The only theoretical limitation,
which may be removed soon, is that the exponent must fit in an integer. Let
us just say that it is possible to compute with numbers of several millions of
binary digits if needed.

Intervals are implemented using their endpoints, which are MPFR reliable
floating-point numbers: this is not visible for the user but ensures that the
swelling of intervals’ widths is less important than with the midpoint-radius rep-
resentation such as implemented by Rump in IntLab [27, 28]. Indeed, switching
the rounding modes incurs no penalty with multiple precision arithmetic and the
motivation for this choice in IntLab does not hold for MPFI: every multiple pre-
cision operation is a software one. The arithmetic operations are implemented
and the elementary functions available up to now are exp, log, sine and cosine;
all functions provided by MPFR will shortly be included as well (trigonometric
and hyperbolic trigonometric functions and their reciprocals).

The planned functionalities, that will be added in a near future, include a
C++ interface à la Profil/BIAS [19] for ease of use, basic tools for linear algebra
(vector and matrix data types, additions and multiplications) and automatic
differentiation (forward differentiation by overloading operators and functions).

4 Applications

The MPFI library is already in use. Rouillier and Zimmermann [26] have de-
veloped a hybrid algorithm (symbolic/interval) for isolating real roots of poly-
nomials, Revol [24] has implemented interval Newton algorithm [15] adapted
to multiple precision computations. A main advantage of using MPFI is that
one is no more limited by the computing precision: for instance one can impose
arbitrary accuracy on both the root and the residual in Newton’s algorithm
[4]. Furthermore, the aforementioned implementations manage to adapt dy-
namically the precision to the computing needs without restarting the whole
program. This desirable feature will be sought after for future implementations
of other algorithms.
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5 Conclusion

MPFI is a library for multiple precision interval arithmetic. It is written in
C and built upon MPFR and GMP and can be freely downloaded. It is still
under development: new facilities such as automatic differentiation and linear
algebra will be added in the near future. It still has enabled us to implement
and test some algorithms and this will be pursued with a careful study of the
solution of linear systems and of global optimization of continuous functions
[14, 3]. Applications such as parameter estimation in automatics [16] will offer
the opportunity to gain further insight in the development of new algorithms.
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